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Abstract

BACKGROUND: The “Web 2.0” of today presents a highly interactive version
of the original Internet. An example of this newly interactive setting comes from
the popular microblogging service Twitter, which provides short, real-time updates
of user-generated content, called “tweets”. Twitter makes the opinions and stated
behaviors of users accessible to researchers on a wide scale. One behavior of
current interest, especially in the United States, involves eating patterns, as rates
of metabolic disease continue to rise. Obesity rates in particular display interesting
geographical patterns, and certain regions are more obese than others. Could we
use the information available in tweets from US cities to describe and predict
real-world trends in obesity and food discussion?

METHODS: Queries to Twitter’s Streaming API were made to obtain 38,039,682
unique food-related tweets from the continental United States over a week long
period in May 2012. Simple Python scripts processed the text output to reveal
relative frequencies of target words (associated with obesogenic environments, such
as fast food or hunger mentions) from Twitter’s most popular U.S. cities. These
frequencies were compared to obesity rates of the cities as reported in surveys
administered by the Centers for Disease Control and Prevention. Differences in
word frequencies and obesity rates were also compared to differences in physical
distance to better understand the role of geography in obesity culture.

RESULTS: Significant positive correlations were found between regional obe-
sity rates and relative mentions of McDonald’s (r = .648, p < .001) and hunger
(r = .572, p < .01) on Twitter, with negative correlations found between regional
obesity rate and relative mentions of ‘healthy’ (r = −.641, p < .001). Mean
relative food frequencies were significantly different by region, with the Western
United States clearly distinguishable in all cases. Word frequencies were sufficient
to classify an unidentified set of tweets by region in 63.8% of all cases, and a
reasonably accurate model for prediction of obesity rate based on tweets was es-
tablished (F (3, 43) = 16.7, p < .001). Finally, plots are presented which describe
increasing differences in food culture as a function of physical distance between
cities. Differences appear to increase in cities between 1000-3000 kilometers apart
and are consistent with a model of food idea “transmission” which becomes slower
at longer distances from either coast.

CONCLUSIONS: Overall, this study has shown that the ways in which people in

the United States discuss food on Twitter are consistent with corresponding real-

world patterns in aspects of both “obesogenic” environment and regional metabolic

disease. Results presented here point to Twitter’s potential usefulness as a more

widespread tool in the public health sector.
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Chapter 1
Introduction

With the birth of the Internet came extraordinary new means of human
communication. Its near-instant emailing services and information-gathering
powers were previously unparalleled [1]. Despite these critical advances, in
its early years, the Web was still relatively simple. It was a network of net-
works used by many, but modified by few. Web pages were static to visitors,
and the majority of users hopped between them only to passively gather in-
formation. By the early 2000s, however, we began to see an enormous shift
in the ‘feel’ of the Internet: websites began focusing on active user participa-
tion rather than simple content absorption. User comments, social networks,
blogs, wikis, and other cooperative content became commonplace, and this
significant transformation led to the very natural coinage of the term ‘Web
2.0’ in referring to the Internet of today [2].

Since the way we co-create information on the Web today is completely
new, the set of facts and opinions at our disposal to help us make decisions
has been altered. Classic models of decision-making and social influence must
be revised in light of this interactive Internet: we are now exposed to the
opinions of an exponentially larger group of individuals, and this new type of
communication is bound to both exhibit and affect corresponding real-world
behavior.

Perhaps the most fruitful way to use the mounds of communication on
record in the depths of the social web is to track the real-world behavioral
changes that matter. One such change is displayed in eating patterns, as
these are directly related to current trends in metabolic disease — generally
considered to hold an ‘epidemic’ status (especially in Western nations). As
paper surveys of eating patterns have been notoriously unreliable [3], it would
be particularly useful if we had a widespread, real-time personal ‘updater’ to
track what is happening in the everyday lives of the people of the world.
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Conveniently, in 2006, the microblogging service Twitter was born. Twit-
ter, founded on the principle that ‘creativity comes from restraint’ [4], allows
its users to post short 140-character messages — “tweets” — designed to
answer the question: “what’s happening?” [5]. These updates appear on
the user’s profile in reverse chronological order, and other Twitter users can
“follow” them — in a manner akin to a subscription — to receive realtime
updates from all users he or she is interested in. The tweets can contain
linked “#hashtags”, which users can click on to track the way people are
discussing certain widespread ideas or opinions. They can also be directed
towards specific users (via @user) or can be forwarded from a previous tweet
(called a “retweet”). Public tweets are accessible via Twitter’s search inter-
face, so users participate in a public, traceable, and purposeful exchange of
information and opinion—all from the convenient location of a web browser
or mobile phone application. To give readers a better sense of the Twitter
interface, my own Twitter profile (Figure 1.1a) and home page (Figure 1.1b)
are displayed on the next page.

In the words of Hermida [6], Twitter is really somewhat of a collective
“awareness system”. It embodies a new type of information-sharing and
news-reporting — in real-time — that is by the people and for the people.
But how accurately can we use this type of personal reporting to examine
eating behavior? Do people regularly tweet about the food they eat?

The answer to the above question, it seems, is an emphatic ‘yes’. Billions
of Twitter users per day post updates mentioning some type of food, and re-
cently it has been shown that approximately half of young adult “Millenials”
tend to tweet while they eat [7]. This makes sense when one considers how
intertwined eating is with other events of daily life. Within a microblogging
service designed to report ‘what’s happening’ in real-time, food is bound to
be mentioned quite often. Why not take advantage of the constant conver-
sation about food being held across the social Web?

In this work, I intend to use the wealth of food information provided by
personal tweets to describe and predict real-world trends in metabolic disease
and eating ideas. Specific hypotheses are presented in detail in Chapter 3.
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Figure 1.1: Twitter environment

(a.) My own Twitter profile. Note the timeline stream of short status updates combining
my own 140-character posts and ‘retweets’ - posts originally from other users that I deemed
important enough to re-post. (b.) My own Twitter homepage. This displays the real-time
stream of 140-character tweets from the users I follow (i.e., subscribe to).
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Chapter 2
Literature review

This work as a whole attempts to combine separately well-established realms
in order to gather new information from the ways people discuss food in the
Digital Age. These realms, as reviewed by this chapter, are:

• Twitter: properties and previous uses

• Obesity and food environment in the United States

Each of the above sections will serve to point out relevant research as well
as what is missing from the current body of work.

2.1 Twitter: properties and previous uses

2.1.1 User behavior and network structure

From the beginning, Twitter was recognized for its unique user behavior and
network topology. With its 140-character update limit, Twitter forces users
to be brief and focused — usually resulting in a single idea per update. A high
influx of these concise and targeted messages (each of which require relatively
little time and thought to generate) allows for a much more rapid exchange
of ideas than that observed in traditional blogging systems. In addition, the
constraints set on the users cause a unique set of tweeting practices to emerge.
When these real-time practices are combined with Twitter’s distinctive one-
way following mechanisms, the resulting structural properties create an ideal
environment for the spread of information.

13



Early assessment and Tweeting Practices

In one of the earliest surveys of the then-new type of microblogging network,
Java et al. [8] determined through means of word frequency and intent anal-
ysis that most Twitter updates were centered around three main categories:
daily routine or activity updates, short conversations with specific users, and
the exchange of information or news via summaries and URL-sharing. As
such, they claimed that users themselves could also generally fall into one of
three categories:

• Friends - those posting mainly activity updates for their general fol-
lowers or participating in directed conversations by use of the ‘@user’
mention syntax;

• Information sources - those frequently posting informative or URL con-
tent; and

• Information seekers - those rarely posting themselves, but simply fol-
lowing the posts of many other users.

While the update categories of Java et al. still hold well five years later,
the lines between their relatively simple and distinct three user categories
have recently become a bit more hazy. Many users today display a mixture
of behavioral characteristics that span across all three categories [9]. In
particular, the practice of “retweeting” (re-posting another user’s tweet) —
according to Boyd [4] — has purposes that combine multiple aspects of those
mentioned above. In his 2010 paper, Boyd refers to retweeting as “[both]
a form of information diffusion and a means of participating in a diffuse
conversation”, and it is perhaps Twitter’s most powerful sharing mechanism.

Retweeting another user’s tweet is a way to “validate and engage with oth-
ers” [4]. Originally, the retweet arose with Twitter’s first user base: typical
syntax would include “RT @originaluser ‘text of original tweet’ retweeter’s
commentary”. When this traditional syntax is used, a retweet could serve to
comment on another’s post by adding new content. Eventually, as the ‘RT’
syntax became more popular, Twitter built it into their interface — now, a
retweet button can be found below any tweet, and clicking it would re-post
that tweet onto the user’s own stream. A user might retweet a message to
allow it to be spread to new audiences, to publicly agree with the original
user, or as an act of friendship in drawing attention to the original tweet.
On the other hand, a retweet might also be used for more selfish purposes:
to gain followers, to save tweets for future personal access, to make one’s
prescense visible, or as a type of ‘shout out’ for political gain.

14



The types of posts that are retweeted tend to include breaking news,
trending #hashtags (public conversations), or call-to-action messages (e.g.
for donation or crowdsourcing). In all cases, retweets are most commonly
meant to be seen — they allow users to participate in spreading some type
of thought to as many other users as possible [4]. The result is a different
type of overall conversation: as Boyd puts it, “rather than participating in an
ordered exchange of interactions, people instead loosely inhabit a multiplicity
of conversational contexts at once”. The high exposure level created by these
varied contexts increases the chances of a single idea spreading to a much
larger audience. In the context of this study, retweets would potentially allow
an idea about food to be spread quickly and to a high number of users.

Network Topology

When the mixture of these most common intentions and sharing practices of
users are coupled with Twitter’s one-way connections (i.e., user A can “fol-
low” the updates of user B, but B does not have to follow A in return), an
interesting overall structure emerges. This structure is important to under-
stand, as it can in turn affect the manner and speed with which information
through the network is spread by users.

Twitter’s topology has changed in the years since its inception. In 2007,
Java et al. [8] found a high rate of follower-following reciprocity: in general, if
user A followed user B, user B also followed user A. However, this was most
likely due to the nature of Twitter’s first user base and the high probability
that members of the small start-up community shared similar interests. A
more recent topological analysis by Kwak et al. [10] shows that as the network
grew larger and the user base became broader, much as it is the day I write
this, the level of reciprocity in user connections plummeted. In 2010, 77.9%
of user links were one-way following, and only 22.1% were reciprocated. In
addition, 67.6% of users were found to not be followed by any of the users
they were following.

Kwak et al. suggest that this one-way following mechanism plays an
important role in other emergent properties of the network as a whole. A
one-way connection between user A and user B indicates more of a “subscrip-
tion” than a “friendship”. In their 2010 paper, a plot of the complementary
cumulative distribution function of the number of followers is shown to de-
viate from the predicted power-law distribution when x (no. of followers) is
greater than 105 (Figure 2.1).

This indicates that unlike traditional social networks, which consistently
display a power-law degree distribution (no. of connections per person), some
Twitter users have a much higher number of followers than would be pre-
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Figure 2.1: Follower-Following distribution

Figure from Kwak et al., 2010

dicted. Kwak et al. attribute this to the fact that there are many celebrities
and public figures with Twitter accounts, and these types of users typically
have millions of followers. Consequently, many people are now exposed to
the previously inaccessible thoughts of popular personalities.

With this unique set of one-way connections, one would imagine that
the average path length — i.e., the average number of ‘hops’ it takes to
get from any user to another — between any two Twitter users might be
longer than those found in traditional social networks, since sometimes direct
reverse connections are nonexistent. When this is the case, paths might follow
very different (and most likely longer) routes between users in the reverse
direction. However, Kwak et al. [10] found the opposite: the Twitter user
network has an average path length of 4.12. This is much less than expected
given that path lengths of approximately 6 are found in offline social networks
[11] and even other online social networks [12] whose sole purposes are to
allow users to connect and interact with others. This finding suggests that
Twitter’s use is much more geared towards optimal spreading and exposure of
important information and opinions than it is towards directed and personal
interaction.

Summary

The new focused and brief user posts, tweeting mechanisms, and interesting
one-way follower-following connections combine to make Twitter a one-of-a-
kind type of social media technology — one that is seemingly set up to be an
extraordinarily powerful information spreader. This spreading power applies
to all popular shared topics (food being among them).
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2.1.2 Translation into superspreading

Given the structure of the Twitter network and the types of posts coming
from its users, how can such static properties translate into the dynamic and
powerful superspreading and information cascades seen over time?

Speed and Scale of Dissemination

Perhaps when it comes to actually measuring the speed of spreading infor-
mation, Twitter’s most important property is its ability to show user posts in
real-time. When followers of users can receive updates almost immediately,
the speed with which information can spread throughout the entire network
will necessarily increase. When this property is combined with the retweet
and following mechanisms discussed in the previous section, the result is an
extraordinarily fast diffusion of information after the first retweet. Indeed,
in the network survey by Kwak et al., it was found that any retweeted tweet
on average reaches about 1,000 users: after the initial retweet, the tweet is
retweeted almost instantly on the 2nd, 3rd, and 4th hops from the original
user [10].

Of course, the content of these tweets most certainly plays a role in their
spreading power, but a study by Yang et al. [13] confirms that properties
of the users themselves are just as - if not more - important in determining
whether or not a tweet will travel far. In their predictive model, it was shown
that the number of times a user was previously ‘mentioned’ (via @user)
can serve as a highly accurate indicator of whether or not a tweet will be
spread to many other users: tweets of users with more previous mentions
tend to travel much farther in the network and reach more people. When
considering how many celebrities occupy the Twittersphere — and how much
more likely these public figures are to have a high number of followers and
mentions than other users — it is easy to label them as our ‘superspreaders’.
Their thoughts and posts, due to the nature of the network, will reach many
more people than would be the case for a ‘normal’ user. Since following
requires no reciprocation, people get information immediately to and from
these important users, who then can increase the chances of the tweet being
spread widely. In addition, the users exposed to their tweets are themselves
much more densely connected to each other (given the small path length of
the network discussed above), and thus are more likely to see and retweet
tweets.
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Geographical Considerations

When examining the spread of information on the Twitter network, it is also
useful to consider how the spread between users corresponds to the spread
between their respective geographical locations. Does the widespread nature
of the Internet take away the effects of physical distance? Is information
passed on even more quickly between users who are located in the same
region? How might this display or affect regional patterns in ideas passed
through the network?

In investigating these effects, a previous study by Yardi et al. [14] found
that local Twitter #hashtag networks are significantly more dense than those
that are non-local. In their measurements, during a local event, users geo-
graphically close had a distinct advantage in receiving information about
that event. These results could simply indicate that the certain local events
chosen only happened to be important to local individuals, and that quite
possibly a more “important” widespread event would show an increased dif-
fusion past the initial locale. Even so, the high density of local #hashtag
networks indicates a potentially significant regional dynamic at play.

In another more recent study by Takhteyev et al. [15], a similar result in
network density was found: 39% of social ties on Twitter were concentrated
between users less than 100km apart. This is somewhat surprising given the
ease of connection that the Internet provides across long geographical dis-
tances. Takhteyev et al.’s data refute the long-held claim that “distance is
dead” [16]. It seems, then, that the case of geography will be particularly
important in my own project, since I will be discussing the spread of informa-
tion about food — especially given how varied eating patterns are by region
in the United States (Section 2.2).

Summary

When Twitter’s embedded ‘retweet’ mechanism is combined with a short
average path length and real-time sharing capabilities, the result is user-
generated content that can spread to a wide range of people extraordinarily
quickly. Despite this overall online speed and spread, it seems that geography
still plays a role: when the information is specific to a certain locale (as food
often is), the information is spread even more quickly among users within
that locale. This could result in regional #hashtag and topic clustering,
which will be especially important in my examination of regional food and
metabolic disease differences.
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2.1.3 Twitter and prediction

Because of its broad user base, geographic spread, and real-time nature, Twit-
ter posts have been used by researchers in the recent past to predict aspects
of the real world, such as events, sentiment, and biological phenomena.

Predicting an Event

In 2010, Sakaki et al. [5] devised a tweet classifier based on keywords as-
sociated with earthquakes in an attempt to detect the occurrence of earth-
quakes in Japan in real-time. By treating each Twitter user as a type of
earthquake sensor — measuring when, where, and how frequently the sen-
sors emitted signals (i.e., keywords associated with earthquakes mentioned in
tweets) — they created a spatiotemporal probabilistic model for prediction.
Their model came in two main parts: in the time series, they calculated
the probability that an event was occurring based on the changes in the
frequency of earthquake-word signals mentioned in tweets throughout time.
Spacially, they then used user location data and GPS tagging (available for
some tweets) to extract the center of a tweet trajectory. This combined model
successfully predicted occurence and location of 96% of earthquakes stronger
than a level 3 on a seismic intensity scale, and 100% of those stronger than
a level 4. These results demonstrate the power of social signal on Twitter in
gathering real-world information [17].

Predicting Sentiment

Twitter has also proven to be a powerful tool in predicting how the public
feels about aspects of the real world. Jansen et al. in 2009 investigated the
effectiveness of what they termed ‘eWOM’ (electronic word of mouth) on
Twitter for acquiring information about a company’s position in the con-
sumer market [18]. They found that approximately 10% of all tweets contain
some mention of a brand and an opinion about that brand. Their senti-
ment algorithms measured the relative frequencies of positive and negative
terms in tweets to classify customer brand perceptions, which companies
could then include in their marketing strategies. In a similar analysis of sen-
timent, Tumasjan et al. [19] used tweets to analyze how the German public
felt about candidates in the weeks leading up to the federal election of the
national parliament in Germany (September 2009). When sentiment results
were combined with each candidate’s ‘share of Twitter traffic’, or how many
total mentions each candidate had relative to the others, the Twitter ranking
of the candidates was identical to the ranking in the actual election results.
(The actual percentages themselves were only slightly different, with a low
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mean absolute error of 1.65%.) Innovative ways of using Twitter to explore
public sentiment are becoming more and more important as the usage of
social media continues to grow across the globe. Twitter and Facebook Rev-
olutions — such as those so central to the ‘Arab Spring’ protests of 2011 —
might well have been predicted upon closer analysis of online sentiment. As
one Tunisian explained to Guardian reporter Beaumont in 2011, social media
is “how we tell the world what’s happening” [20].

Predicting Biological Phenomena

A third relevant application of the data from social communication on Twit-
ter comes in the realm of predicting trends in health. People do discuss
health issues online with each other, and it would be beneficial from a public
health standpoint to make use of the large amounts of social data that are
so readily available. Scanfeld et al. [21] reviewed Twitter status updates
mentioning ‘antibiotics’ (and derivatives) to understand the ways in which
people discuss their use of antibiotics with each other online. A random
sample of 1000 was chosen for content analysis, in which human workers cat-
egorized tweets into types of use. Despite the potential error associated with
these manual efforts and the small sample size, 97.1% of the sample tweets
containing the word ‘antibiotics’ were able to be classified into a category
of relevant biological discussion. (In some of the largest categories, 29.8%
of users discussed general antibiotic use, and 16.2% sought advice from one
another.)

In 2012, Sadilek et al. [22] took the notion of a Twitter health analysis
one step further and attempted to use mentions of user sickness to predict
the real-time spread of disease. Since certain tweets (though a relatively
low percentage) are geo-tagged, there is a potential to acquire information
about a user’s precise whereabouts. Their goal was to achieve a higher level
of accuracy than traditional disease-surveying methods, such as paper ques-
tionnaires and Google flu trends, which both have a substantial amount of
missing data: any sick person who either misses a paper survey or hap-
pens to not type their symptoms into the Google search bar is essentially
invisible. Though Twitter analyses would also have some missing data, no
previous disease prediction methodology has taken into account the ways
in which people discuss their sickness with each other in real-time. After
a machine-learning process which allowed automatic differentiation between
just a general mention of sickness on Twitter vs. a specific indication that
users were themselves sick, Sadilek and his group found a clear exponential
relationship between probable physical encounters with sick friends and en-
suing sickness. An important point to make is that these trends reflect not
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the friendships themselves between sick users, but are merely indicators of
a more complex set of phenomena — e.g. being exposed to the same at-
mospheres, sharing drinks, etc. — which might not be directly attainable.
The same will apply to my own analyses, which will serve as an indicator of
possible eating behavior outside of the realm of Twitter.

Summary

It is clear that researchers are just beginning to pay attention to the substan-
tial amount of social data available in online communication. Twitter can
be (and has been) used to predict the real-time spread of event information,
ideas/sentiment, and even disease. The question then becomes: what can
Twitter tell us about the information and ideas that affect disease?

2.1.4 What’s missing?

Its network properties have been assessed, its superspreading power has been
ascertained, and its correspondence to events in the real world has been doc-
umented. But to what extent does Twitter reflect a more behavioral human
reality? Can the geographically-relevant spread of ideas on Twitter help us
understand how and why different people might make different decisions? In
particular, when ideas are spread about food—a distinctly cultural and envi-
ronmental topic—through such a new medium, could they be translated into
metabolic disease patterns? The realms covered in my own project will cross
those of communication, biology, and psychology alike, and the next section
of this literature review will briefly address the aspects of obesity research
and social influence which will be necessary for my approach.
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2.2 Obesity and food environment in the U.S.

It is a truth universally acknowledged that the people of the United States
are some of the most obese in the world [23]. Noticeable yearly increases
in obesity prevalence began to emerge here in the 1970s, but by the 1990s,
those increases began to skyrocket. With the overall prevalence rising nearly
6 percentage points between 1991 and 1998 [24], obesity started to become
a focal point of health-related research. By the mid 2000s, as the rates
continued to increase in an even more alarming fashion (up to their current
figures of 67% overweight, 34% obese [23][25][26][27]), the term ‘epidemic’
became inextricably tied to all mentions of obesity in the United States.

Among its many aims, this work attempts to link the realms of obesity
research and digital communication. Though the issue of obesity is funda-
mentally biological in nature, a number of external factors have also proven
themselves as important instigators [28]. Some of these could very well be
displayed in the ways in which people discuss their food choices with each
other on Twitter and other outlets in the Digital Age. As the full range of
such factors would require a substantially longer and more in-depth litera-
ture review, this section will mainly address those necessary given the scope
of my project: regional differences in obesity rates, aspects of “obesigenic”
environments, fructose consumption, and food idea transmission.

2.2.1 Regional differences

Obesity Rates

While the enormous increase in overall obesity prevalence described above
applies to the United States (and, indeed, the world [23]) as a whole, it is
clear that different regions of the country display markedly different rates.
Using data from NHANES [29], BRFSS [30], and the National Survey of
Children’s Health [31], Wang et al. [25] and Singh et al. [32] have led the
way in recent years with their in-depth geographical analyses of US adult
and child obesity. Both studies found substantial and consistent differences
across states, with the Southeastern region significantly heavier than the
Midwestern and Northeastern states, and the Western states significantly
lighter (general relationship by weight: Southeast > Midwest > Northeast >
West). In the below map from the Centers for Disease Control and Prevention
[33], we can observe these striking regional differences (Figure 2.2).
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Figure 2.2: Regional Obesity Prevalence

Most recent available regional map of obesity prevalence in the US from the Centers for
Disease Control and Prevention, taken from http://www.cdc.gov/

Obesity has frequently been tied to factors such as socioeconomic status
[34][35][25][36], race or ethnicity [37][38], neighborhood social capital [39][40],
inactivity [40][41][42], and crime rate of the region [43][32][44], all of which
might vary slightly from state to state; however, even with all of these factors
‘corrected’ for in multivariate logistic regression analyses [25][32], we still ob-
serve significant regional differences in adjusted obesity prevalence [45]. In
fact, the disparities among states actually became clearer over the period of
time from 1990-2005 [25], during which differences in economic inequality be-
came more pronounced in all regions, particularly the Southern, but showed
very similar rates of increase in the Northeast, Midwest, and West alike [46].
Essentially, though the personal/demographic factors listed are all strongly
associated with obesity, and most certainly play a role, they themselves do
not fully explain the heightened geographic variance.

Environment

Since the classic demographic characteristics described above cannot com-
pletely account for the regional disparities in obesity rate, we might turn
to more environmental explanations. A body of recent work suggests that
the obesity problem might be less of a personal issue and perhaps more of a
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general problem of exposure to “obesogenic” environments.
Grocery store availability seems to play an important role in the examina-

tion of how differences in regional environment may relate to health dispari-
ties. Large chain supermarkets and grocery stores, often containing healthier
food options [47], tend to be much more highly concentrated in suburban and
wealthier regions, while non-chain small markets and convenience stores tend
to litter the streets of urban and inner city areas [48][49]. This is interesting,
particularly given the fact that obesity rates in general tend to be higher
in inner city regions as well [25]. A number of works in fact suggest that
grocery store availability is directly correlated with regional obesity rate: in
regions where supermarkets are in low density (but convenience stores are
in high density), the prevalence of obesity and overweight is higher, while in
high-density supermarket regions, the prevalence of obesity and overweight
is lower [50][51][52].

The same types of correlations seem to be present when the densities
of fast food restaurants are examined. In the US, fast food consumption
has been increasing rapidly each year [53][54], and poorer urban areas tend
to have a higher concentration of fast food outlets than wealthier suburban
neighborhoods [55][56]. Those consuming large amounts of fast food have
been shown to consistently be much heavier than those who do not [57][58],
and it seems that such easy access to fast food is also reflected in the rates
of obesity: in the Southeastern US especially, prevalence of obesity and over-
weight is significantly higher in areas with more fast food restaurants [59][28].

The above urban vs. suburban studies, while meaningful, still do not
address the issue of regional differences. After all, every region of the United
States has its fair share of urban and suburban counties. What would have
a regional effect, however, is if the overall concentrations of fast food restau-
rants were significantly different in different areas. Indeed, Powell et a. [56]
found exactly that: percentages of zip codes containing fast food and other
restaurants mirror the obesity rates by region, with the Southeast having
the highest percentage (34.0%), Midwest following behind (29.8%), then the
Northeast (19.5%), and finally the West (16.6%).

These regional environment-health correlations say nothing themselves, of
course, unless people actually tend to eat what’s around them. Luckily, that
also seems to be the case: Cheadle et. al [47] found that surveys of individual
eating habits in different areas accurately reflected the different types of food
available in the stores of the area. If the widespread increased prevalence of
obesity—differing by region, but still increasing across the country—can’t
be fully explained by simultaneously emerging individual patterns of choice
(i.e., everyone across the country decided at the same time to make poor food
choices), it seems that regional changes in the types of food available to large
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groups of individuals might provide some more answers. In this sense, the
US is a very classically “obesogenic” place to live — in some regions more
than others [51][56][60].

Cultural Considerations

Another aspect of food differences by region is perhaps inextricably tied to
food culture—which, as Michael Pollan put it, is really just another word
for “your mother” [60]. These types of differences in food preference are not
quite as easily quantified as other aspects of the obesogenic environment, but
attempts to describe regional cuisine have been made [61][62]. In general,
Southern and Midwestern states do tend to incorporate many fried and fatty
dishes into their cuisine, whereas the Northeastern and Western regions are
known for their many seafood dishes [62]. While these cultural differences
are important, every region does have characteristically ‘unhealthy’ foods.
Full descriptions are perhaps a bit outside of the scope of my own Twitter
analysis, which will focus on the more quantifiable and comparable aspects
of regions (references to fast food availability via mentions on Twitter in
particular).

Summary

For various reasons—including the density of grocery stores and fast food
restaurants within a neighborhood—regions of the United States display
markedly different obesity rates and eating patterns. Regional obesity rate
will be one of the main variables assessed in this work as well as mentions on
Twitter of aspects of “obesogenic” environments (fast food vs. supermarkets,
etc.) (Chapter 3).

2.2.2 Fast food, fructose, and fat

Though behavioral and environmental factors can instigate obesity, the is-
sue is fundamentally biological in nature. What is it specifically about the
food sold in fast food restaurants that might trigger the deposition of large
amounts of fat?

Despite those who claim the problem is just a matter of energy balance
from eating too much fast food (a “kcal in - kcal out = kcal stored” men-
tality [63][64]), recent works suggest that such a simplified equation cannot
completely account for persistent weight gain. While, crudely, application of
the laws of thermodynamics must be correct, the translation between kcal
consumed / kcal expended and weight gain does not appear to be a linear
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one in any sense; as Wells points out [65], for some, the energy contained in
“half a biscuit per day” is enough to bring about substantial weight gain over
time. This mode of thought might aid in explaining the high percentage of
failed diets (in the long term) involving only calorie restriction and exercise
[66].

If the problem is not simply overeating the readily available (and inex-
pensive [67]) fast food, could it involve a chemical or biological aspect of
the food itself? Some proponents of “discordance theory” maintain that
our current food is mismatched with the biology of our bodies. Founders
of discordance theory such as Eaton and Cordain claim that many types of
modern foods are so drastically different from the human diet even hundreds
of years ago — what would be considered a fraction of a split second in an
evolutionary timeframe — that our bodies have not caught up biologically
[68][69][70]. However, if the problem was a very general discord involving a
wide range of modern foods, as the early proponents of discordance theory
held, one would think the rises in extreme obesity rates might have begun
much earlier than they actually did. Curiously, the sharp rises in the United
States began in the 1970s, coinciding precisely with the introduction of one
novel sugar substitute into the US food supply [71].

The specific role of this compound — high fructose corn syrup (HFCS)
— in the obesity epidemic is widely debated within the scientific community.
As a substitute for traditional table sugar, sucrose, which is a 50:50 mixture
of glucose and fructose, HFCS is a cheaper, more easily distributed sweetener
with a 45:55 glucose-fructose ratio. Since its first widely-viewed association
with the rising obesity trends [71], it has come under fire multiple times —
with mixed results [72]. Recently, however, simply fructose itself has become
an object of scrutiny due to its interesting metabolic properties.

Fructose is, of course, found in many natural foods (fruits in particular),
but in the wild it is consistently accompanied by natural fiber and is never in
concentrations as high as observed in processed sweets, soda, and fast food
[73]. The fructose model of obesity centers around the fact that fructose
is metabolized quite differently than glucose and other types of sugars, and
when removed from the fibrous bodies of natural fruits, there is some evidence
that it may cause extensive fat deposition, insatiety, and hyperinsulinemia
in both humans [73][65][74][75], and non-human mammals [76][77][78].

The consensus among this group is that high concentrations of processed
foods containing fructose use an inslin-independent receptor (GLUT5) for in-
testinal absorption, which happens to be activated solely in the liver [73][65].
In the liver, it skips the “checking” phase of glycolysis that would be present
in most other metabolically active sites, and as a result, glycolysis inter-
mediates are rapidly accumulated, which are soon converted to fatty acids,
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very low-density lipoproteins, and triglycerides (i.e., fat). In addition, its
rapid metabolism uses up ATP stores very quickly, tricking cells into a false
state of “starvation” [74], activating ATP-kinase, and causing an excess of
glucose and insulin to be released into the bloodstream [79][74][65]. The
entire process leaves one feeling deceptively hungry while actually having ac-
cummulated excess fat [73][65][80][75]. In Lustig’s terms, fructose creates a
“feed-foward” loop of obesity and hunger [81].

There are some that disagree with the validity of the fructose model, as
the proposed biochemical pathway of fructose metabolism and its effects have
yet to have been reproduced on a mass scale during a human clinical trial
[82][83]. Even so, the widespread hike in fructose consumption in the United
States during the past 40 years is cause for suspicion. Its co-occurrence with
rising obesity rates points to an at least interesting relationship between the
two, and its presence in widely-eaten fast food makes it a convenient marker
for regional differences in consumption. It is for this reason that I chose to
include food known to contain high amounts of fructose in my examination
of regional tweets.

Summary

New research points to a complex association between biochemical compo-
nents of fast food and obesity. These are the foods which will be included in
my monitored term list while searching tweets.

2.2.3 Obesity and transmission

When discussing aspects of environment (such as the above differences in the
types of food available to particular regions), it is also important to consider
the potential effects that regional social environments might have on the
growth of the obesity epidemic. Are ideas about food and eating spread
between individuals? Does distance or geography play a role?

One attempted answer to these questions came from Christakis and Fowler
in 2007 [84], who published a controversial study about the spread of obesity
within a real-world social network. They followed the weights and friend-
ships of 12,067 adults within the Framingham Heart Study from 1971 to
2003, and used aspects of social network analysis to describe the trends in
weight gain among connected individuals over time. Significant clustering
was found among groups of obese individuals and groups of non-obese indi-
viduals, as well as what appeared to be significant “peer effects”: i.e., that
the likelihood of an individual becoming obese was increased after a con-
nected individual became obese. These effects depended on the nature of the
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relationship between individuals, with directional friendship ties showing the
strongest increase in likelihood (57%).

Christakis and Fowler also claimed that this type of “social distance” —
degrees of separation — was more important in determining the probability
of becoming overweight than physical distance. However, it is important to
note that the entire cohort was located within close boundaries throughout
the timespan (in or around Framingham, Massachusetts), and the majority
of the distance connections examined (5 of 6 distance groups) were within
a 16 km radius. When comparing to national distances and differences in
obesity rates, 16 km is quite trivial. Indeed, a subsequent study from Cohen-
Cole and Fletcher [85] used econometric techniques to test Christakis and
Fowler’s claims of peer effects on a larger national sample, and found that
shared environmental factors played a much larger role in ‘transmission’ of
weight status. Cohen-Cole and Fletcher’s results suggest that when compar-
ing across nationally-relevant distances, group-level characteristics, rather
than direct peer effects, were behind the more likely mechanism of weight
influence.

Summary

In both of the cases presented above, there is a strong correlation between in-
terconnectivity of individuals and subsequent “transmission” of health ideas
and metabolic patterns. While the separation of peer effects from the effects
of group environment will not be addressed here, this project will test whether
or not Twitter can display their combined effects over national distances (see
Chapter 3, Hypothesis 2).

2.2.4 What’s missing?

While extensive amounts of research have been dedicated to the “obesity
epidemic”, particularly in the United States, none so far have attempted to
use online social networks — which, as we have seen, are powerful modes
of communication and information-spreading — as tools for prediction and
interpretation of metabolic disease patterns. It is important to note here
that this work is not an investigation into causes of obesity, but rather it is
an attempt to use the wealth of information provided by online social com-
munication to reflect real-world eating, weight, and environmental trends.
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Chapter 3
This project

This work attempts to tie together the realms discussed in the last chapter. It
will not solve the problem of the true biological or economic origin of obesity
and regional differences in health, but will rather attempt to answer the
following questions: Can the above regional obesity phenomena be reflected
in the way people talk to each other via Twitter? How accurately would we
be able to use social media as a tool for metabolic disease prediction? And
finally, if online social networks provide another medium through which users
can influence the ideas and decisions of others (with a speed unmatched by
traditional offline networks — especially within geographic clusters), could
this new way of discussing food highlight the transmission of food opinion
and eating behavior?

3.1 Hypothesis 1

I hypothesize that the relative frequencies for mentions of the below terms
in tweets from designated cities of the continental United States will be
positively correlated with city obesity rates:

• Fast food - chosen because of its label as an aspect of “obesogenic”
environment and association with fructose consumption;

• Soda/pop - chosen because of its connection to fructose;

• Candy - chosen because of its connection to fructose; and

• Hunger - chosen because insatiety is seen as a symptom of high fruc-
tose consumption.
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I also predict that relative mentions of this next set of terms will be
negatively correlated with regional obesity rate:

• ‘Healthy’ - chosen as a marker of healthy eating culture; and

• Supermarkets & grocery stores - chosen because of their associa-
tions with non-“obesigenic” environments.

I also think that all of the above categories of mentions will differ signif-
icantly enough by region to serve as a tool for prediction and classification.

3.2 Hypothesis 2

Given both that:

• friends on Twitter are more likely to be found within 100 km of each
other, and

• tweets travel much faster within these dense local networks (see section
2.1.2),

an interesting set of metrics to examine in my analysis of food tweets
would be the relationship between obesity or obesogenic foods mentioned
and physical distance. In testing this relationship, I would simultaneously
observe the effects of both proposed “transmission” mechanisms presented
earlier (peer influence and group environment). This project will not separate
the two, and will not track the mechanisms themselves, but rather will test
whether or not Twitter can display their combined effects over distance.

More specifically, here I hypothesize that differences between cities in both
obesity rate and the relative frequencies of words mentioned in Hypothesis 1
will be positively correlated with differences in physical distance.
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Chapter 4
Methods

4.1 Twitter streaming API

All tweets in my sample were acquired through use of Twitter’s Streaming
API. Twitter provides extensive and easily accessible documentation for de-
velopers on their website, https://dev.twitter.com/docs/streaming-api/
methods. For this section, two types of queries to Twitter’s API were made.
In both queries, I was only granted simple developer access to the stream,
which encompasses a random sample of about 1% of all tweets. (The Twitter
“firehose” and other streams grant access to much higher percentages, but
only certain corporate partners are allowed to pay for these privileges [86].)

4.1.1 Short run for #hashtags

First, I ran a general query of the statuses/filter streaming API. The
statuses/filter stream returns a random sample of public tweets that
match certain filtering parameters, which can be altered by adding or re-
moving constraints on the initial command. The goal in this shorter run was
to use a random sample of all tweets within the continental United States
in order to obtain the top food-related terms and #hashtags tweeted by US
users. These 100 food tags would then be used in the longer run for data in
which only US tweets containing those tags would be included in the output,
giving me a random sample of all food-related tweets from my regions of
choice.

I inserted location parameters by defining a bound box — a set of bound-
ing longitude and latitude coordinates, beginning in the southwest corner
and ending in the northeast — of the continental United States (bound box
= -124.51, 24.54, -66.95, 49.00). I ran the full command over an 18-hour pe-
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riod on 01 May 2012 — throughout the span of conventional ‘eating hours’ in
all time zones of the continental US — and obtained 486,503 unique tweets.
The command saved the output to a text file, which I then processed using
simple Python scripts. All Python scripts used for text file processing are
included in Appendix A.

The output of the curl command to the Twitter API is always in JSON
format, which is highly readable, but also contains some extraneous informa-
tion. A simple script processed this large output in pieces to obtain only the
text of the tweets. Next, another script analyzed word frequencies and ob-
tained the top food-related #hashtags. I included the top food-related words
by frequency in the output (n = 87) as well as supplementary food-related
#hashtags (n = 13) which were either mentioned in recent articles [87][88]
or observed as current trending tags on Twitter. These top 100 #hashtags
(along with the counts of those found in the sample of 486,503 tweets) are
listed below:

food 3571
eat 3128
lunch 2852
dinner 2241
Starbucks 2094
coffee 2063
hungry 1843
pizza 1700
eating 1579
Cafe 1529
Restaurant 1356
chicken 1220
breakfast 1124
cake 954
cream 933
taco 906
McDonalds 829
mayo 820
subway 809
chocolate 788
sushi 745
burger 743
ate 680
cheese 669
yum 622
treat 554

kitchen 550
bread 544
yummy 537
chipotle 521
cook 510
juice 484
delicious 371
Mmm 364
Steak 363
sandwich 352
healthy 350
salad 349
cheeses 349
milk 340
cookies 326
bbq 322
foods 313
apple 298
feed 294
cooking 289
meal 283
candy 281
diet 269
starving 263
donuts 260
tacos 259

Panera 256
sauce 254
fries 251
chips 247
bacon 246
Salt 243
Deli 237
beef 235
Dunkin 235
craving 233
ham 232
butter 232
Wendys 229
burgers 225
cookie 225
rice 223
sugar 210
fried 207
fruit 206
soup 201
plate 201
Bistro 193
pie 188
Applebees 187
Steakhouse 186
meat 185

pancakes 184
cereal 182
popcorn 176
Diner 169
snack 165
CHickfilA 164
banana 161
jelly 152
eggs 152
omnomnom
omnomnomnom
tasty
vegan
vegetarian
tweetwhatyoueat
groceries
nutrition
grocery
supermarket
cuisine
takeout
eats
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4.1.2 Long data run

My second query of the Twitter Streaming API used the 100 food-related
#hashtags found above to obtain only tweets in which food was mentioned.
This run was substantially longer than the initial run for #hashtags, as a
longer timespan was necessary to gather a sufficient number of food-related
tweets for comparison by city. I ran another simple curl command with
the track parameter replacing the location parameter used above. The
track parameter, according to the Twitter developer documents, will match
AnyWord with the following semantic correspondents in the text of tweets:
ANYWORD, anyword, “Anyword”, anyword., #anyword, @anyword, and
http://anyword.com.

For the Twitter API, bounding boxes are logical ORs, meaning that if
I had run a curl command with both track and location parameters in-
cluded in the statement, the resulting output would be of tweets either con-
taining the food-related #hashtags or within the continental US bound-box.
Since this would give me quite a large number of irrelevant tweets, I opted to
include only the track parameter to track the 100 #hashtags, and processed
the output after the initial command was stopped to include only geo-tagged
tweets from cities within the continental US. My post-processing method is
described in the city categorization section below.

Between 22 May 2012 and 30 May 2012, I obtained 38,039,682 unique
tweets containing any of the 100 food-related #hashtags above. I ran a
simple Python script to extract the essential bits of information from the
JSON output — tweet text and location — for use in further analyses (see
Appendix A).

4.2 City categorization

Of the 38,039,682 total tweets, I used only those properly labeled with a
geographic location in one of Twitter’s top trending US cities (n = 48)
scattered throughout the continental US. Only a small portion of users tend
to list their geographic location [89], so by using top trending cities, where
user base is naturally high, I would be guaranteed the largest possible sample
size from tweets containing location information. After the long data run
described above, I filtered the JSON data to include only tweets from these
cities (matched by county, as obesity rate is described by county in the US):
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Atlanta, GA (Fulton County)
Austin, TX (Travis County)
Baltimore, MD (Baltimore City,
independent)
Baton Rouge, LA (East Baton
Rouge Parish)
Birmingham, AL (Jefferson County)
Boston, MA (Suffolk County)
Charlotte, NC (Mecklenburg County)
Chicago, IL (Cook County)
Cincinnati, OH (Hamilton County)
Cleveland, OH (Cuyahoga County)
Columbus, OH (Franklin County)
Dallas-Ft. Worth, TX (Wise,
Denton, Collin, Hunt, Delta, Parker,
Tarrant, Dallas, Kaufman, Johnson,
Ellis, Rockwall Counties)
Denver, CO (Denver County)
Detroit, MI (Wayne County)
Greensboro, NC (Guilford County)
Harrisburg, PA (Dauphin County)
Houston, TX (Harris County)
Indianapolis, IN (Marion County)
Jackson, MS (Hinds County)
Las Vegas, NV (Clark County)
Los Angeles, CA (Los Angeles
County)
Memphis, TN (Shelby County)
Miami, FL (Miami-Dade County)
Milwaukee, WI (Milwaukee County)
Minneapolis, MN (Hennepin
County)
Nashville, TN (Davidson County)

New Haven, CT (New Haven
County)
New Orleans, LA (Orleans Parish)
New York, NY (Bronx, Kings, New
York, Queens, Richmond Counties)
Norfolk, VA (Norfolk City,
independent)
Orlando, FL (Orange County)
Philadelphia, PA (Philadelphia
County)
Phoenix, AZ (Maricopa County)
Pittsburgh, PA (Allegheny County)
Portland, OR (Multnomah,
Washington, Clackamas Counties)
Providence, RI (Providence County)
Raleigh, NC (Wake County)
Richmond, VA (Richmond City,
independent)
Sacramento, CA (Sacramento
County)
Salt Lake City, UT (Salt Lake
County)
San Antonio, TX (Bexar, Medina,
Comal Counties)
San Diego, CA (San Diego County)
San Francisco, CA (San Francisco
County)
Seattle, WA (King County)
St. Louis, MO (St. Louis City,
independent)
Tallahassee, FL (Leon County)
Tampa, FL (Hillsborough County)
Washington, DC (DC, independent)

In total, 2,746,381 unique food-related tweets (7.22% of the 1% sampled)
listed locations in one of these cities.

These cities were eventually separated into four distinct regions as defined
by the U.S. Census Bureau: Northeast, South, Midwest, and West, as seen
on the map below (Figure 4.1).
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Figure 4.1: U.S. Regions

Depiction of the four main regions of the United States as defined by the U.S. Census
Bureau (available online at www.census.gov).

4.3 Final data format

4.3.1 Tweet mentions: relative frequencies

The output file (containing the 2,746,381 unique food-related tweets from
the above listed trending cities) was then processed separately 48 times,
with each iteration producing a separate text file containing the text of
tweets from one city on the list (see Appendix A for script). Each of those
48 text files — one for each city — was then processed again to obtain
wordcounts for the tweets of that city. The output from this step pro-
duced data in a list format, with each element in the list itself a nested
list: [(‘word1’, # of times word1 mentioned in city i), (‘word2’,

# of times word2 mentioned in city i),...]. With these wordcounts,
and assuming that each tally for a particular word most likely came from a
single tweet (i.e., that most tweets mentioning ‘mcdonalds’ tend to mention
it only once given the 140 character tweet limit), I calculated the relative fre-
quencies rf of my chosen food-related #hashtags in all food-related tweets
from city i:
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rfx(i) =
no. of tweets mentioning food word x in city i

total no. of food-related tweets in city i
(4.1)

As stated at the end of Chapter 2, I chose to focus my analysis on a
subset of the food tags/categories that were most relevant to the obesity
epidemic given the assertions of the current literature. Relative frequencies
were calculated for each city in the following six word categories, which make
up the bulk of my variable list, and which will henceforth be referred to as
the words in Courier typeface:

• McDonald’s = ‘mcdonalds’ and all derivatives (‘mcdonalds’ + ‘McDs’
+ ‘mickey ds’),

• Soda =‘soda’ + ‘sprite’ + ‘coke’

• Candy =‘candy’

• Hungry =‘hungry’

• Healthy =‘healthy’

• Grocery =‘supermarket’ + ‘grocery’ + ‘groceries’

4.3.2 Obesity rates

Since I gathered very recent Twitter data by using posts from May 2012, I
attempted to match them with the most recent obesity rates for the listed
regions. The County Health Rankings team at the University of Wisconsin
Health Population Institute assembled calculations made by the Dartmouth
Institute from surveys administered by the Centers for Disease Control and
Prevention [33] (mainly the National Vital Statistics System [90] and the
Behavioral Risk Factor Surveillance System [30]) into one convenient loca-
tion, www.countyhealthrankings.org [91]. Here is where I obtained most
recent (2012) obesity rate data by county. Though the County Health Rank-
ings team cautions researchers against using certain aspects of their county
‘ranking’ systems to compare states because ranks were calculated within
each state, adult obesity is listed not as a ranking but as a ‘Health Out-
comes’ measure, which can be accurately used for comparison across states
[91].

As seen in the above city/county list, certain large cities in my study lie
geographically in multiple counties. In order to obtain a single obesity rate for
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these large cities (Dallas-Ft. Worth, TX; New York City, NY; Portland, OR;
and San Antonio, TX) I obtained county populations from the US Census
[46] available at http://www.census.gov. I weighted the obesity rates of
counties in these large cities by population to obtain a weighted average of
obesity prevalence in the city as seen below.

Let LC be a large city with population PLC , obesity rate OBLC , and n
multiple counties ci each with obesity rates obci and populations pci . Then:

OBLC =

n∑
i=1

obci ∗ pci

PLC

(4.2)

4.3.3 Distance calculations

To measure differences in obesity or relative frequencies of food terms and
their relations to differences in physical distance between cities, I constructed
separate full distance matrices for each variable. Each distance matrix de-
scribed the differences in a given variable between each city and all other
cities. Differences in physical distance were calculated by obtaining latitude
and longitude coordinates for the centroids of each city via Google Earth,
converting to decimal degrees, and inputting the .csv file of decimal coordi-
nates into QGIS (an open-source geographic information system, available
at www.qgis.org). Using the spheroid reference surface WGS-84, QGIS re-
turned distances in decimal degrees between each city and all other cities.
I used an approximation of the Haversine formula to convert these decimal
degree distances to kilometers for graphical representation (1DD ≈ 111 kilo-
meters).

To construct each matrix D, each describing differences in given variable
x (e.g. obesity rate, physical distance, or rf of a given food term) between
two cities i and j, entry dij was defined as:

dij = |xi − xj| (4.3)

Since the results were symmetrical matrices (leaving the main diagonal
entries all equal to zero), the upper triangles were discarded in analyses so
as to not have a duplicate set of points.
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Chapter 5
Results

The results assembled in this section address whether or not social media
communication via microblogging platform Twitter can describe and predict
real-world regional trends in metabolic disease and food ideas.

After tallying the tweet mentions of different food categories for each
city and running some preliminary tests, I observed that Las Vegas was a
consistent and extreme outlier in every analysis. Since the city is notoriously
a frequent holiday spot (one for which living in excess and extravagance
is considered the norm), I decided that the city would most likely not be
reflective of a true permanent population. For this reason, I have excluded
Las Vegas from all analyses. Results incorporating all other 47 cities are
presented below.

Raw data tables can be found in Appendix B.

5.1 Relationships between foods mentioned

and obesity rate

In order to understand the relationships between the relative frequencies of
different foods mentioned on Twitter and regional obesity rate, I ran separate
correlation analyses to detect individual associations. Before doing so, I
checked for normally distributed samples (in all variables, within each region)
with the Kolmogorov-Smirnov test. All p values were nonsignificant, so I
proceeded to use Pearson’s correlation coefficient for interpretation.

Relative frequencies of mentions of McDonalds, Soda, Hungry, and Healthy

in tweets from a given city were all significantly related to obesity rate, but
Candy and Grocery mentions were not. Mcdonald’s was positively related
(r = .648, p < .001), as was Hungry (r = .572, p < .01). Mentions of Healthy
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Figure 5.1: Obesity rate vs. Tweets

Significant correlations between city obesity rate and (a.) McDonalds mentions (‘mcdon-
alds’, ‘McDs’ and other derivatives) per US city; (b.) ‘hungry’ mentions; (c.) ‘soda’,
‘coke’, or ‘sprite’ mentions; and (d.) ‘healthy’ mentions.

were negatively related to obesity rate (r = −.641, p < .001). Surpris-
ingly, Soda mentions were also negatively related to obesity rate (r = −.412,
p < .01).

Three of the four significant relationships presented above confirm their
respective portions of my hypothesis. It seems that, in general, tweets from
US cities with higher relative frequencies of fast food and hunger mentions
are associated with higher obesity rates, while tweets mentioning healthy
options are in higher concentrations in cities with lower obesity rates.
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5.2 Mean differences by region

The interesting significant relationships seen above between relative mentions
of McDonald’s / Hungry / Soda / Healthy and regional obesity rates led me
to delve deeper into regional differences.

I conducted univariate one-way ANOVAs for the dependent variables obe-
sity rate, rf McDonald’s, rf Hungry, rf Soda, and rf Healthy mentions in all
47 cities grouped by region.

ANOVA 1: Obesity rate by region To confirm the statistics from the
CDC and other data sources cited in Chapter 2, I first examined the mean
differences in regional obesity rates, using my selected top-trending Twitter
cities as the sample. Levene’s test statistic was nonsignificant, so equal vari-
ances were assumed. Significant differences in obesity rate between the four
regions (South, Midwest, Northeast, and West) was found (F (3, 43) = 6.26,
p = .001). I used Hochberg’s GT2 post hoc test to hone in on these differ-
ences, since the sizes of sample groups of cities within regions were unequal. I
found that the mean obesity rate for cities in the West was significantly differ-
ent from the means of both the South (p = .001) and the Midwest (p < .01),
but that all other comparisons between regions were nonsignificant. (To aid
in visualizing these findings, Figure 5.2 below presents a comparison of trends
among regional means for all dependent variables examined.)

ANOVA 2: McDonalds mentions by region Again, Levene’s test
statistic was nonsignificant, so equal variances were assumed. Significant dif-
ferences in mean rf McDonald’s mentions by region were found (F (3, 43) =
14.30, p < .001). In addition, Hotchberg’s post-hoc tests showed that the
mean of McDonald’s mentions from the West was significantly different from
the means of the South (p < .001), Midwest (p < .001), and Northeast
(p = .003).

ANOVA 3: Hungry mentions by region Levene’s test statistic was
nonsignificant, so equal variances were assumed. Significant differences in
mean rf Hungry mentions by region were found (F (3, 43) = 10.05, p < .001).
Hotchberg’s post-hoc tests showed that the mean of rf Hungry mentions from
the West was significantly different from the means of the South (p < .001)
and Midwest (p < .05), but not the Northeast (p ns).

ANOVA 4: Soda mentions by region Levene’s test statistic was non-
significant, so equal variances were assumed. Significant differences in the
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mean relative frequency of Soda mentions between regional groups were not
found (F (3, 43) = .701, p ns).

ANOVA 5: Healthy mentions by region Levene’s test statistic was
nonsignificant, so equal variances were assumed. Significant differences in
the mean relative frequency of Healthy mentions were found between regions
(F (3, 43) = 4.34, p < .01). Hochberg’s post-hoc test again confirmed that the
mean relative frequency of Healthy mentions from the West was significantly
different from both the South (p < .01) and the Midwest (p < .05).

Figure 5.2: Regional Mean Trendlines

Mean trends by region (significantly different in the West, as described above) in a.) obesity
rate, b.) rf McDonalds mentions, c.) rf Hungry mentions, and d.) rf Healthy mentions.
Trendlines in red were expected to look similar to trends in mean obesity by region, whereas
trendlines in blue were expected to display the opposite pattern.

In the mean plots of significant dependent variables above, notice the
similarities between the mean trends in obesity by region and McDonald’s /
Hungry tweet mentions. Also recognize the differences between mean trends
in obesity by region and Healthy tweet mentions. (Note: by including line
graphs, I do not mean to imply that the x axis, region, is continuous. Trend-
lines were used among the four regions (in the same order) solely for the
purpose of easy visual comparison between variables.)
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5.3 Can Twitter classify?

Discriminant Function Analysis Since the mean regional differences
from the univariate ANOVAs were significant for mentions of McDonald’s,
Hungry, and Healthy, I decided to use only these variables in a Discriminant
Function Analysis attempting classification by region.

The DFA revealed three discriminant functions. The first explained 85.8%
of the variance, canonical R2 = .52; the second explained 13.3% of variance,
canonical R2 = .14; and the third explained only 0.9% of the variance, canon-
ical R2 = .01. In combination, the three functions significantly differentiated
the regional groups, Λ = 0.41, χ2(9) = 37.9, p < .001. However, remov-
ing the first function indicated that the second and third functions did not
significantly differentiate the regions (p ns).

We can see the role of each of the first two discriminant functions (‘Func-
tion 1’ and ‘Function 2’) in Figure 5.4 on the next page. The first function
clearly and successfully differentiated the West from other regions (South,
Midwest, and Northeast). Figure 5.3 plots the values of the centroids from
each region, highlighting the distance between the Western centroid and the
main cluster of remaining regions.

In terms of overall accuracy of classification, 63.8% of all 47 cases (cities)
were correctly classified into their respective regions by only the relative
frequencies of McDonald’s, Hungry, and Healthy in the text of tweets from
the cities. Western cities were classified the most accurately (88.9% of the
time), followed by Midwestern cities (66.7%), Southern cities (63.6%), and
finally Northeastern cities (28.6%). Table 5.1 below presents all percentages.

Region South Midwest Northeast West Total

South 63.6% 13.6% 13.6% 9.1% 100.0%
Midwest 22.2% 66.7% 0.0% 11.1% 100.0%

Northeast 14.3% 42.9% 28.6% 14.3% 100.0%
West 0.0% 0.0% 11.1% 88.9% 100.0%

Table 5.1: Predicted Group (Regional) Membership

Generally, then, it seems that Western cities are fairly easily classified as
such by the relative frequencies of McDonald’s, Hungry, and Healthy men-
tioned in the text of their tweets. The Southern and Midwestern cities have
intermediate classification accuracies based on their tweets, which is perhaps
related to the fact that their obesity rates are quite similar in this sam-
ple. Northeastern cities were most often classified incorrectly as Midwestern
(42.9% of the time), and their centroids are the closest in distance in Figure
5.3. This inaccuracy is discussed in more detail in Chapter 6.
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Figure 5.3: Regional centroids

Centroid plot for each of the four color-coded regions. We can see the Western centroid is
away from the main cluster containing the centroids of the South, Northeast, and Midwest.

Figure 5.4: Territories by Discriminant Function

Territorial map for the four regions, highlighting the ability of Discriminant Function 1 to
clearly differentiate the West from other regions.
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5.4 Can Twitter predict?

Given the above examinations of Twitter’s descriptive power, I set out to
find whether or not obesity rate of a given new city x could be reason-
ably predicted based on the values of significant independent variables — rf
McDonald’s, rf Hungry, and rf Healthy — in the text of tweets from the
city.

Multiple Linear Regression I carried out a multiple linear regression
using the ‘Enter’ method with obesity rate as the dependent variable and
rf McDonald’s, rf Hungry, and rf Healthy as my predictor variables. The
maximum Cook’s distance was .158, meaning that there were no significant
outliers in my sample of n = 47. VIFs were all less than 10, so it was likely
that multicollinearity was not an issue. In addition, the Durbin-Watson
statistic was 2.06, indicating that residuals were approximately uncorrelated.

The run produced a significant model for prediction, F (3, 43) = 16.7,
p < .001, with adjusted R2 = .506. Coefficient values for the constant, rf
McDonald’s, and rf Healthy only were significant in the overall model, which
is presented in the table below:

B t p-value

Constant 27.35 7.30 .000***
rf McDonalds 640.3 2.39 .021*

rf Hungry 15.49 .342 .734
rf Healthy -587.9 -3.08 .004**

Table 5.2: Obesity Rate prediction based on Twitter mentions

Overall, the above model was associated with a reasonable amount of
standard error of estimation: Given a new city x, and armed with only the
relative frequencies of McDonald’s and Healthy mentioned in tweets from
the city, this model — calculated with an extremely limited sample of cities
and tweets — could estimate an obesity rate within an average of +/- 2.96
percentage points (95 % CI: -5.80 to +5.80).
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5.5 Does distance make a difference?

The following analyses test my second hypothesis that the difference in obe-
sity rate or food mentions between cities would be positively correlated with
physical distance. Raw values are from the distance matrices formulated via
the methods described in section 4.3.3.

Raw correlations For the raw bivariate correlations between all difference
values, I truncated the matrix data at roughly half the maximum distance
between cities. This was done both for normalization and also to minimize
the exaggerated effects the very few long-distance points would have on the
overall correlation coefficients.

Significant positive correlations were found among differences in distance
and differences in all other variables between cities (in obesity rate, r = .178;
rf McDonald’s, r = .295; rf Hungry, r = .190; and rf Healthy, r = .159; all
p < .001). The farther apart cities were from each other, the more likely their
obesity rates were farther apart in percentage points, as well as the more likely
their values of tweet mentions were farther apart in relative frequency. This
in general highlights the change in aspects of the “obesogenic” environment
and culture while moving away from any particular city.

Trends by binning To aid in visualizing these trends in differences across
distance, I graphed binned data by averaging across 20 samples in categories
ordered by distance. (In other words, I arranged my raw difference values in
order of increasing distance and averaged all variables in chunks of 20 cases
at a time.) No statistical tests were carried out on this binned data, but
their graphical results are very much worth examining.

First pictured below (Figure 5.5) are plots of the binned values through
the entire range of distances with their best-fitting trendlines, which hap-
pened to be quadratic. As shown in the graphs, differences in all variables
tend to rise through about 3000 - 4000 kilometers, but then almost appear
to drop down again at the longest distances between cities. Locations at
these long distances apart would necessarily be points along opposite coasts.
This has interesting implications for the spread of obesity-related ideas (to
be discussed in Chapter 6).

Next, I again truncated the data halfway for accuracy, zooming in on
differences between cities less than 3000 kilometers apart. As seen in the
second figure below (Figure 5.6), the data appear to have a flat, uncorrelated
segment out to about 1000 kilometers, and then seem to steadily rise to 3000
kilometers:
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Figure 5.5: Differences by distance - full range

Plots of binned data showing the differences in various variables when distance between
cities is increased: (a.) obesity rate difference vs. distance; (b.) rf Hungry difference vs.
distance; (c.) rf McDonald’s difference vs. distance; and (d.) rf Healthy difference vs.
distance.

Figure 5.6: Differences by distance - half range

Plots of binned data showing the differences in various variables when distance between
cities is increased: (a.) obesity rate difference vs. distance out to 3000km; (b.) rf Hungry
difference vs. distance out to 3000km; (c.) rf McDonald’s difference vs. distance out to
3000km; and (d.) rf Healthy difference vs. distance out to 3000km.
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Finally, to address whether or not the flat-looking trends presented in
the first 1000 kilometers of the half-distance set of plots were indeed flat, I
graphed this last set to hone in on shorter distances between cities. Given
that the first set of full distance plots showed some similarities between cities
on opposite coasts, in this figure I separated cities in the far coastal regions
(Northeast and West) from those in the Middle (Midwest and South):

(a) Middle cities (b) Coastal cities

Figure 5.7: Short distance differences by region

Differences in all variables by distance out to 1000 kilometers between both (a.) cities
in the Middle regions of the country and (b.) cities in the coastal regions. Trends are
seemingly flat, indicating low levels of difference between cities which are close together.

The trends out to 1000 km above show no correlation in either set of
regions, indicating that within 1000 kilometers, cities can be quite similar
in obesity prevalence and food tweets. In combination with Figures 5.5 and
5.6, these results point to differences in obesity culture in cities past 1000
km apart, which increase with distance from either coastline.
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Chapter 6
Discussion

Overall, this study has shown that the ways in which people in the United
States discuss food on Twitter are consistent with corresponding real-world
patterns in aspects of both “obesogenic” environment and regional metabolic
disease. Results indicated that cities with higher obesity rates are likely
to have higher mentions of fast-food-related terms and lower mentions of
health-related terms on Twitter. These trends in tweets accurately reflected
differences in regional mean obesity rate, and were sufficient to classify by
region in a majority of cases. In addition, tweets from the relatively small
sample set of cities used here could predict obesity rate with a reasonable
amount of error. Finally, graphical representations of differences between
cities in all variables examined showed interesting patterns with increasing
distance, consistent with a model of food or health idea “transmission” which
becomes slower at longer distances from either coast.

6.1 Interpretations & Implications

6.1.1 Twitter as an obesogenic mirror

The analyses conducted above partially support my first hypothesis and over-
all confirm the use of Twitter as a valid reflection of real-world phenomena.

Significant relationships First, relative mentions of Hungry were posi-
tively correlated with obesity rate, which could indicate one of two things:
either a.) Twitter users are simply more comfortable tweeting about their
hunger in obese regions as compared to non-obese, but the hunger levels of
both regions are actually equal (a social/cultural phenomenon); or b.) users
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are indeed hungrier in regions with higher obesity rates (a biological/food-
related phenomenon). A comprehensive examination of intent and culturally-
specific content of tweets (rather than simple raw relative word frequencies)
would be necessary to distinguish which of these mechanisms is at work in the
Hunger-obesity rate correlation. If, upon further study, the mechanism was
in fact related to a higher level of biologically-based hunger in obese regions,
the other significant positive correlation found between relative mentions of
McDonald’s and obesity rate might point to Lustig’s fructose-fast-food model
as a potential explanation [81]. Are people hungrier in obese regions because
the food most easily available to them makes them hungrier?

Apart from a possible higher level of consumption of McDonald’s food
in obese regions, the differences in number of nearby McDonald’s locations
by region available to be discussed on Twitter most likely has also played a
role in the positive correlations found. Figure 6.1 is a visualization of the
continental United States based on distances to the nearest McDonald’s. As
seen below, the densities of the restaurant are much higher overall in the
Eastern half of the country (the South, Northeast, and most of the Midwest
as defined by the US Census) than they are in the Western half:

Figure 6.1: Density of nearest McDonald’s in the US

A map of the United States constructed by distances to the nearest McDonald’s restaurant.
Brighter points indicate higher densities.
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It is useful to point out here that though the Eastern and Western regions
are overall quite different in terms of McDonald’s densities, the cities I have
chosen are the most populated in all areas. Thus, the McDonald’s densities
of the cities in my sample are all represented by very bright lights in the
above map. This could potentially indicate that the amount of fast food
available in every city examined here was in fact approximately equal, yet
we still observe higher mentions of fast food in the cities which happened to
be more obese. In either case, whether higher fast food mentions are due to
food preference/consumption or food availability, the argument for Twitter
as a reflection of real-world obesogenic environment is upheld.

The significant negative correlation found between Healthy and obesity
rate could similarly be interpreted in multiple ways. Either people in less
obese regions are in fact eating the healthy options they tend to tweet about
(and are overall more concerned about their health), or people in these regions
simply want their followers to believe that they are more concerned about
health. Again, whether the correlation marks an accurate eating preference
difference or a social/cultural difference cannot be determined here, but the
combined effects of both cases can be observed simply by tallying relative
frequencies of terms.

The last significant correlation found — the negative relationship be-
tween Soda mentions and obesity rate — is a surprising one; however, it
could potentially be explained by either a.) aspects of my processing scripts,
or b.) recent soda-related events. Firstly, my scripts analyzed counts by sin-
gle word, and it is reasonable to suggest that some ‘soda’, ‘coke’, or ‘sprite’
mentions might have been accompanied by a ‘diet’ modifier: diet soda, diet
coke, and diet sprite would have simply been counted as tallies for their full-
calorie, full-fructose counterparts. The second possibility involves New York
City’s Mayor Bloomberg, who proposed a city-wide super-size soda ban in
May 2012 [92]. It is possible that hikes in soda mentions could be due to
the controversy surrounding the ban. Because of these confounding factors,
I hesitate to interpret the negative soda relationship as an accurate repre-
sentation of metabolic phenomena. More about this and other limitations is
discussed in Section 6.3.

Nonsignificant relationships It is interesting to note that while one as-
pect of local food environment and choice — fast food — was significantly
related to regional obesity rate, mentions of its counterpart — grocery stores
— were not. This could be explained by the fact that there are still just
as many unhealthy items as there are healthy items to choose from in gro-
cery stores, whereas the reverse is not necessarily true; though large-chain
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fast food outlets are attempting to incorporate healthier items into their
menus, in general they are still dominated by energy-dense, high fructose
options, and at times even the ‘healthier’ options are not quite as healthy
as consumers might initially believe [93]. Since the options at grocery stores
are much more variable in terms of nutritive quality, regional mentions of
groceries might provide a much less accurate measure of differences in food
choice.

The second nonsignificant relationship between Candy and obesity rate
could potentially be explained by the ways in which people refer to the food
they are eating. After conducting this experiment, it occurred to me that
perhaps more often than not people tend to use the actual name or brand of
the candy they are eating rather than the generic term ‘candy’ itself. This
makes sense particularly given the Twitter environment — tweets are meant
for others to read, and unique ideas about specific foods being eaten are
probably more interesting and discuss-able than those which keep terms as
generic as possible.

Regional divisions Notably, the stark regional differences in obesity rate
seen in the literature (see Chapter 2: South > Midwest > Northeast > West)
are not fully displayed by the measurements from cities I have chosen. In my
results, only the West consistently displayed a significantly different mean
of obesity rate. This is perhaps due to the nature of my sample: though
it was necessary via my methodology for me to pick the largest cities in
each region (to acquire a suitably comparable number of tweets - see Section
6.3.1), these large cities themselves are often are not perfect representatives
of their respective regions as a whole. However, it is important (given my
argument) only that results from Twitter can reflect the differences that do
exist among the cities chosen here (with less emphasis on the extent of the
differences themselves). Judging by the simple facts that a.) the trendline
of mean McDonald’s mentions by region fits almost the exact same shape
as the curve of obesity rate by region (Figure 5.2.1), b.) Hungry mentions
follow a highly similar pattern, and c.) Healthy mentions follow a distinctly
opposite pattern, Twitter’s reflective capabilities are upheld by region.

Classifications Given a set of tweets — and armed with only their relative
frequencies of McDonald’s, Hungry, and Healthy — an overall regional
classification accuracy of 63.8% points to Twitter’s usefulness as a sorting
tool: people from different areas do generally tweet about different things
(or similar things at different relative frequencies). The only region with
a higher percentage of innacurately-classified relative to accurately-classified
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cases was the Northeast, whose cities were most often grouped as Midwestern
by the discriminate functions. I attribute this inaccuracy to the fact that
nearly half of the cities in the CDC’s ‘Northeast’ region from this sample
— the western Pennsylvanian cities in particular — are in areas directly
adjacent to Midwestern states. This serves as a good reminder that while
regional boundaries are present, the set range of people on either side of
those boundaries is really more of a cultural spectrum than a distinct and
sharply-cut line.

Prediction At this point, with my extremely limited city sample of 47,
the rate of accuracy for predicting regional obesity rate given only the tweets
from the area (+/- 2.96%) is reasonable, but might not be actually more
useful than the methods currently put in place by organizations such as the
CDC. However, with a higher level of access to geo-tagged tweets and a wider
range of cities examined throughout the country (see Section 6.3), I would
anticipate that the level of prediction accuracy would become just as high (if
not higher) than traditional surveying methods.

6.1.2 The culture-distance spectrum

The last set of graphical representations presented in Chapter 5 reviewed
differences in obesity rates and food mentions as a function of continuous
distance (rather than comparison between discrete regional chunks). The
general trends seem to support my second hypothesis, which posited that
cultural differences between cities would rise with increasing distance. Plots
revealed similarities between cities less than 1000 kilometers apart, with a
steady increase in cultural/food differences between 1000 - 3000 kilometers
apart. One aspect of the graphs that was not explicitly predicted — but
perhaps should have been — was the final drop in cultural differences seen
between cities that were the longest distances away from each other (neces-
sarily the opposite coasts). If these trends in differences with distance from
either coastline could be verified at a higher level of detail, they could hold
strong implications for the spatial transmission of health- and food-related
ideas.

If, for interpretation, we assume a traditional gravity model of movement
of individuals between cities, we could begin to speculate why differences in
food ideas might increase with distance from either coast. This traditional
type of model presents the probability of moving away from a current position
as an inverse function of distance, and is a well-known approach to both
mobility and infectious disease transmission [94][95]. When applied to the
transmission of food ideas and obesity culture here, the differences between
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(a) Individual speed (b) Density of cities

Figure 6.2: Potential gravity models of information diffusion

Probability of movement between cities in coastal regions (red), middle regions (blue), or
both regions (purple). In part a.), probabilities of individual/personal movement (and thus
idea movement) between cities in the coastal regions are higher than the individual rates
in the middle regions, resulting in faster transmission. In part b.), probabilities are equal,
but the density of cities in coastal regions is higher, and thus faster transmission can still
occur.

coastal and middle regions of the country might be explained by one of two
applications of the gravity model. Either a.) the people themselves are
simply more mobile in coastal regions, and thus might transmit ideas about
food and health to each other at a much faster rate than those in the middle
regions, showing higher probabilities of moving longer distances (as seen in
part a. of Figure 6.2), or b.) the movement functions of both regions are
similar, but the densities of people and cities available to move to are simply
higher in the coastal regions relative to the middle regions (part b.).

Could the similarities of the coastal regions found in the parabolas of
Figure 5.5 be explained by more mobile individuals (and thus more mobile
health ideas)? Or could they be caused by a higher population and city
density on the coasts relative to the middle portion of the United States?
In looking at a recent population density map from the US Census Bureau
(2010), we see the highest population densities in the far Western and North-
eastern regions, potentially consistent with a model of ideological mobility
dependent on density:
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Figure 6.3: U.S. Regional Population Density

2010 population density by county of the United States, available from 2010.census.gov.
Counties on the far Northeast and Western coasts have higher population densities relative
to those away from the coasts.

This could point to explanation (b.) in Figure 6.2 as the correct option.
However, in either case, discussion of food ideas on Twitter tends to be
similar in cities less than 1000 kilometers apart, then rises steadily until the
maximum distance from either coast. This interesting result is worthy of its
own set of future studies.

6.2 Applications

Twitter’s metabolically-reflective capabilities described above — garnered
from the tweets of only 47 cities — point to its potential usefulness as a
more widespread tool in two realms of the public health sector.
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6.2.1 For disease monitoring

In considering the results of the first four statistical analyses presented in
Chapter 5, it is clear that differences in food discussion by region can be mon-
itored externally via user updates on Twitter. In an extraction of merely 1%
of tweets over a week-long period, my uncut sample contained over 38 mil-
lion unique updates mentioning some type of food. Ostensibly, with higher
access levels and wider location parameters, public health researchers could
have billions of unique food tweets per week at their disposal. With an
estimated 300,000 new Twitter users per day [96], the wealth of eating in-
formation publicly available in the form of online discussion will continue to
rise. Publicly tracking these millions of updates per day about food eaten,
desired, or available in various regions could become a new tool for public
health officials in understanding the growth of metabolic disease and identi-
fying future “problem regions” where certain food mentions might be on the
rise.

These monitoring capabilities become even more useful when considering
the demographics of Twitter users. Surprisingly, Twitter has higher percent-
ages of low-income users than other popular online social networks, such as
Facebook or LinkedIn [97][98]. It was estimated that nearly 17% of Twitter
users were from families making less than $25,000.00/year [98]. As more low-
income households continue to gain Internet access (and, increasingly, mobile
Internet access [97]), the percentage of those using Twitter will undoubtedly
also increase. Monitoring the everyday food choices of this low-income group
in real-time could become especially valuable given the associations between
poverty and obesity reviewed in Chapter 2.

6.2.2 For health idea transmission

As we saw in Chapter 2, local Twitter user networks are more dense than
non-local. The Internet has surprisingly not cleared all of the effects of
physical distance, and thus it is still crucial to consider distances and the
spread of ideas between users on a macroscopic scale. However, in addition to
this examination of geographical implications, a consideration of pure virtual
information diffusion would also aid in our interpretation of any health results
from Twitter [99]. With a deeper understanding of how food information
is passed through the social web, public health officials could harness its
spreading power in order to broadcast any important health messages.

In particular, I might suggest attempting to use the “super-spreading”
positions of celebrities on the Twitter network to break geographical food-
idea boundaries by having them tweet more frequently about healthy foods.
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Through their high connectivity levels and the re-tweets of their followers,
celebrities could feasibly begin to fix regional disparities in food tweets and
even possibly influence their admirers to make healthier choices. The key
to this method would be the un-sponsored nature of a celebrity’s tweet: a
tweet is an example of an everyday, ‘normal’, direct update from an admired
figure, and might serve as a more intimate reminder to followers that food
choice is important.

6.3 Limitations

6.3.1 Sample

Perhaps the most blatant limitation in the analyses presented here involves
the set of cities considered. Because as a public user I was granted access
to only 1% of public tweets via the API, and also since many users do not
list their location willingly, I was somewhat forced into using tweets from
Twitter’s top trending cities so as to have enough per city for comparison
amongst them. These large cities have relatively high populations and busi-
ness concentrations, and hence also have a higher percentage of new residents
originally from other areas. They are not evenly distributed throughout the
continental United States, and the sets are of different sizes per region. Coun-
ties holding the highest obesity rates happened to not be included in this city
set from Twitter. Therefore, they most likely present a less accurate repre-
sentation of their respective regions as a whole. An ideal analysis would
have more Twitter access privileges, with a higher percentage of overall sam-
ple and more specific geo-location identifiers. That way, the entire range of
county obesity rates and national distribution would be accounted for.

6.3.2 Missing information

In simply tallying relative frequencies, my analyses missed out on information
about the intent of user messages. Relative frequencies did not distinguish
between mere mentions of fast food and proclamations of actually eating said
fast food. In addition, with my simple Python text counting methods, some
of the words analyzed could have been accompanied by modifiers which alter
their meaning. (As an example, some of the words I’ve discussed above —
such as ‘candy’ or ‘soda’ — could have been accompanied by modifiers like
‘eye candy’ or ‘baking soda’, and would still have been tallied as their nutri-
tional counterparts.) With a longer time span and higher computing power,
machine-learning algorithms could potentially help detect the semantic dif-
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ferences in each tweet and hone in on those explicitly discussing food being
eaten (or desired to be eaten).

6.3.3 Bias

The third most noticeable limitation is psychological in nature. Are users
being honest in their posts? Are people more likely to share things that
they would want other people to read? Aspects of “self categorization” the-
ory [100] would predict that tweets might be inherently geared towards an
audience of admired followers, and thus might not necessarily be as open
in mentioning foods the users deem as unhealthy. However, considering the
sheer volume of tweets I received about fast food (particularly in comparison
to those about healthy foods), I would actually categorize this limitation as
a very minor one.

6.4 Future Work

It is clear even from this very basic analysis that there exists an abundance
of information about eating patterns on the social web; however, to the best
of my knowledge, this study is the very first to address the public food con-
versation being held on Twitter in light of metabolic disease prediction and
potential public health usages. Future studies might first improve upon the
methodologies used here. With higher computing capabilities, access to the
full Twitter Firehose, a longer timespan, and a fuller set of geo-tagged city
locations, much more accurate trends in food ideology and eating patterns
could be captured. In addition, machine-learning techniques would prove to
be extremely useful in discerning the intent of food-related tweets to distin-
guish those merely mentioning food from those about eating said food. More
detailed queries keeping these improvements in mind would produce better
representations of the differences in food culture behind the obesity epidemic.

Secondly, in the area of information diffusion, previous studies have very
much focused on the spreading trajectories of popular news stories or other
nationally- and globally- widespread links. Understanding more about the
diffusion of local opinion and personal updates on Twitter — not simply
in the United States, but through regions worldwide — would undoubtedly
bring forth more culturally-specific information to aid in the interpretation
of ideological differences in any realm. Additional examinations of the static
qualities of local environments and how they correspond to the types of
tweets displayed by users would shed light on the external factors behind
these differences.
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Thirdly, an understanding of online influence — beyond the simple algo-
rithms used by web applets today (such as the popular “Klout”) — would
be useful in determining the potential for health information to stand out
amidst the flood of conversations on the web. Finding universal patterns in
influential users would be instrumental in identifying the best places in social
networks to insert health messages. In addition, future studies might con-
sider the ways in which online influence translates into real-world behavioral
influence (via survey or other methods).

Finally, Twitter is not the only online social network in which the people
of the world discuss their everyday lives. Partnerships between public health
or research organizations and other big-name online social networks — Face-
book, Google+, Tumblr, etc. — will prove to be practical and powerful in
coming years, as Internet access gradually spreads around the globe.

***

The Internet of today is the largest warehouse of human-related (and
human-generated) information in existence. The continual conversation about
food on the social web in particular makes it an invaluable and incredibly
convenient resource for studying food-related disease, and it is my sincere
hope that in the near future, health researchers begin paying more attention
to it.
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Appendix A
Python scripts

A.1 Extracting tweets from JSON

This script will extract just the text and location from the JSON output in
hugetextfile.txt:

file = open(’/Location/hugetextfile.txt’)

for line in file:

start_text = line.find(’"text"’)

start_tweet = line.find(’:’, start_text)

end_tweet = line.find(’","’, start_tweet + 1)

tweet = line[start_tweet+2:end_tweet]

print tweet

start_location = line.find(’"location"’, end_tweet)

end_location = line.find(’",’, start_location)

location = line[start_location:end_location]

print location}
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A.2 Obtaining tweets from city i

This will return the text of tweets from a given city (here, San Francisco):

file = open(’/Location/tweetsfromallcities.txt’)

tweet = file.readline()

location = file.readline()

while tweet:

location_lowercase = location.lower()

if ’san francisco’ in location_lowercase:

print tweet

tweet = file.readline()

location = file.readline()

70



A.3 Word frequencies

This will return the frequencies of every word in the text of tweets from a
given city:

file = open(’/Location/tweetsfromcityi.txt’)

wordcounts = {}

for line in file:

words = line.split()

for word in words:

word = word.lower()

while not word.isalpha() and len(word) > 1:

word = word[0:len(word)-1]

if word in wordcounts:

wordcounts[word] = wordcounts[word] + 1

else:

wordcounts[word] = 1

import operator

x = wordcounts

sorted_x = sorted(x.iteritems(), key=operator.itemgetter(1))

import csv

writer = csv.writer(open(’/Location/counts_cityi.csv’, ’wb’),

dialect = "excel")

writer.writerows(sorted_x)
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A.4 Line counts

This will count the number of lines in a given file (useful here because the
default JSON output puts each streamed tweet from Twitter’s API into a
single line):

def file_len(file):

with open(’/Location/tweetsfromcityi.txt’) as file:

for i, l in enumerate(file):

pass

return i + 1

print file_len(’/Location/tweetsfromcityi.txt’)
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Appendix B
Raw data

(See next page for landscape-oriented tables.)
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